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Abstract

In the context of economic reforms in general and subsequent wave of M&A in particular, this paper attempts to examine the impact of M&A on the export competitiveness of firms in the Indian manufacturing sector. By using a panel dataset of 33 industries from the period of 2000-01 to 2007-08, it is found that, the wave of M&A has enhanced the export competitiveness of firms. The industries with larger number of M&A have greater penetration in the international market. The other factors that have significantly contributed to export competitiveness include the presence of MNCs and import of foreign technology. Export competitiveness is higher in the industries that have larger presence of MNCs and greater foreign technology purchase intensity. On the other hand, industries with higher capital intensity or greater selling efforts by firms have limited penetration in the international market. However, this paper did not find any significant influence of market concentration, competition from imports, in-house efforts, or profitability on export competitiveness of firms. Therefore, the findings from this paper have important policy implications in relation to the regulation of M&A and entry of MNCs as well as the import of capital goods.
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1. INTRODUCTION

The process of economic reforms initiated since 1991 in general and changes in industry, investment and competition related policies in particular have resulted in a significant increase in the number of mergers and acquisitions (M&A)1 in Indian corporate sector (Chandrasekhar, 1999; Basant, 2000; Beena, 2000; Kumar, 2000; Mantravadi and Reddy, 2008). Under the new business conditions, the domestic firms have taken the route of M&A to restructure their business and grow, whereas the foreign firms have used the same to enter into and raise control in Indian industry sector (Basant, 2000). In addition, many of the M&A have also been driven by the motives of diversification of product/service portfolio, consolidation of shareholding, financial and tax consideration (Venkiteswaran, 1997), and overcoming the shortage of human capital (Roy, 1999).

The wave of M&A in Indian corporate sector, particularly during the 1990s has led to introduction of a number strict provisions relating to regulation of M&A under the Competition Act 2002. The Act regulates different forms of business combinations like mergers and acquisitions through the Competition Commission of India to ensure that such a business combina-

---

1 Although mergers and acquisitions are different in definitions and the statutory procedures, their effects from an economic perspective are the same as in both the cases the control of one company passes on to another. As a result, in the present paper, no distinction is made between the mergers and the acquisitions.
tion does not cause adverse impact on competition in the relevant market. But, while the monopoly theory postulates that the firms use the route M&A to raise their market power (Steiner, 1975, Chatterjee, 1986), according to the efficiency theory, M&A are planned and executed to reduce costs by achieving scale economies (Porter, 1985; Shelton, 1988). This means that, in addition to increase in market power, integration of two or more firms into a single entity may also enhance productive efficiency through a better allocation of resources leading to lower prices and hence greater allocative efficiency. Besides, M&A can result in greater innovative efforts and dynamic efficiency of the firms, whereas integration with the MNCs in particular is likely result in technology spillovers, and managerial competencies.

Hence, designing a comprehensive policy framework for M&A requires examining the impact of these strategies on competitiveness in addition to understanding their impact on market concentration. Although some of the existing studies (e.g., Basant and Morris; Mishra, 2005; Mishra and Behera, 2007) in Indian context have explored the state of market competition in general and impact of M&A on market concentration in particular, examining the impact on competitiveness has remained largely unexplored. The present paper attempts to fill in this gap. The objective of the present paper is to examine the impact of M&A on competitiveness of the firms. The rest of the paper is divided into five sections. The second section deals with the theoretical model. The methodology applied and the sources of data are given in the third section. The regressions results are presented in the fourth section. The fifth section discusses the regression results, whereas the sixth section concludes the paper.

2. THEORETICAL MODEL OF COMPETITIVENESS

2.1 Specification of the Model

The paper attempts to examine impact of M&A on competitiveness as the industries differ substantially in their technology base (Dosi, 1988), and the relation between technology related variables such as R&D and economies of scale and exports are likely to vary across industries (Wagner, 2001). Although there are several indicators such as profitability of the domestic firms in the industry, trade balance in the industry, balance of outbound and inbound foreign direct investment, cost and quality, etc. to measure competitiveness at the industry level, in the present paper it is assessed in terms of firms’ performance in the international marketplace. The functional model is specified by using the generalized structure-conduct-performance-policy framework based on Scherer and Ross (1990). It is assumed that export competitiveness (EXP) of the firms in an industry is determined by the degree of sellers’ concentration (CON), competition from imports (IMP), presence of the MNCs (MNC), capital intensity (CI), in-

---

2 For the details, see “Provisions Relating to Combination”, Competition Act 2002 Advocacy Series 6, Competition Commission of India, March 2011.
3 These scale economies may arise at the plant level (Pratten, 1971) or as a result of operating several firms within one firm (Scherer et al., 1975). In either case, MAs bring together firms, which individually fall short of the minimum efficient scale.
4 According to Levin (1990), the horizontal mergers that involve combinations of less than 50 percent of the market enhance efficiency.
5 For example, understanding the impact of M&A on export competitiveness of a developing country like India is important as the exporting firms have higher survival rate and can achieve greater employment growth when compared with the non-exporters (Bernard and Jensen, 1999; Muuls and Pisu, 2007).
house R&D efforts (R&D), purchase of foreign technology (FTPI), mergers and acquisitions (M&A), selling efforts (SELL)\(^7\), and financial performance (PROF)\(^8\), i.e.,

\[
EXP = f(CON, IMP, MNC, R \& D, FTPI, M \& A, SELL, PROF)
\]

Here, market concentration, import competition, MNC participation, and capital intensity are expected to control structural aspects of the market, in-house R&D, technology imports, mergers and acquisitions, and selling efforts for conducts of the firms, and profitability for their performance. In addition, MNC and M&A can control for the impact of investment and competition related policies, whereas IMP is likely to proxy for changes in trade policies. Similarly, R&D and FTPI can capture effects of policy changes relating to innovation and foreign technology purchase.

However, many the independent variables are likely to be influenced by export intensity as well bringing in the problem of endogeneity. For example, one may expect an inverse relationship between export intensity and market concentration (Chou, 1986). Similarly, export orientation is expected to affect innovation of a firm favourably (Braga and Willmore, 1991; Kumar and Saqib, 1996; Kumar and Agarwal, 2000; Mishra, 2010). Export intensity can also have a positive impact on firms’ decisions relating to M&A (Mishra, 2011). Further, impact of many of the independent variables may not be instantaneous in nature. In order to control for such simultaneity bias and non-instantaneity in the specified relationships, a one-year lag is introduced in each of the independent variables. Hence, the above functional specification can be rewritten as,

\[
EXP_t = f(CON_{t-1}, IMP_{t-1}, MNC_{t-1}, R \& D_{t-1}, FTPI_{t-1}, M \& A_{t-1}, SELL_{t-1}, PROF_{t-1})
\]

The Herfindahl-Hirschman Index (HHI) is the most widely used measure of market concentration in empirical research, and many of the existing studies in Indian context (e.g., Basant and Morris, 2000; Ramaswamy, 2000; Mishra and Behera, 2007; Mishra, 2008) have used this measure. However, the HHI is not a very accurate measure, particularly, in comparison with the alternative indices like the entropy index, the Ginevicius index or the GRS index (Mishra et al., 2011). Instead, the GRS index, suggested by Ginevicius and Cirba (2009), appears to be more accurate measure in Indian context (Mishra et al., 2011). Hence, the present paper uses both the HHI and the GRS index as alternative measures of market concentration to substantiate the findings.

2.2 Possible Impact of the Independent Variables

**Market Concentration (CON):** On the one hand, greater degree of sellers’ concentration may allow the firms to exercise their monopoly power in the domestic market and thereby may cause X-in inefficiency. On the other hand, in a concentrated market, the firms may have greater scope to reap the benefits of economies of scale. This may reduce the average cost of production of the firms and thereby may provide competitive edge in the international market. Lower concentration in the domestic market may also force the firms to innovate and improve, and thereby may improve their export competitiveness (Porter, 1990). In addition, greater market competition can result in better managerial practices, and greater scope to penetrate in

\(^7\) Here, selling efforts refer to advertising, marketing, and distribution related efforts by the firms.

\(^8\) In the present paper, financial performance of the firms is measured in terms of their profitability.
international market. The nature of impact depends on how these opposite forces empirically dominate each other.

**Import Intensity (IMP):** Greater competition from imports is likely to enhance efficiency and hence export competitiveness. However, greater import intensity may strengthen the incumbents’ position in the domestic market and thereby may restrict entry of new firms into the industry. It may also force many of the smaller firms to leave the industry. As a result, competition in the domestic market may decline reducing the urge of the firms to be competitive. Hence, the nature of impact of import intensity on export competitiveness depends on which of the two diverse forces outweighs the other.

**Presence of MNC (MNC):** Presence of the MNCs in an industry is expected raise its export competitiveness in a significant way as these enterprises enjoy certain benefits that are not generally available to many of the domestic firms. The MNCs have greater access to superior production technology and management know-how (Ramstetter, 1999). This helps these enterprises to produce their products more efficiently. The MNCs also possess internally established brands and sophisticated marketing networks that help them to penetrate in the international market in a larger way. In addition, the demonstration effects or technology externalities and emerging competitive threats from the MNCs can increase innovative efforts of the domestic firms. When it is so, the industries with larger presence of the MNCs are likely to have greater export competitiveness.

**Capital Intensity (CI):** Higher capital intensity of the firms in an industry deters entry and, therefore, reduces possible competitive threats and their export competitiveness. Similarly, when the capital equipments are imported, the firms may not necessarily have competitive advantage in the international market. However, lack of competition may also encourage in-house R&D enhancing competitiveness of the firms. Further, higher capital intensity of the firms can make them more export competitive when capital goods embody better technology. The nature of impact of capital intensity on export competitiveness, therefore, depends on the relative strength of these diverse forces.

**In-house R&D Intensity (R&D):** Innovation is expected to have significant influence on technological competitiveness of the firms (Grossman and Helpman, 1995), and hence on their export performance. Greater in-house R&D enables the firms to move up along the supply chain by producing new varieties of products, and improving quality of the existing product, whereas process related innovation reduces the cost of the products and their prices. Hence, the industries with greater innovative efforts by the firms are likely to have higher export competitiveness. However, greater in-house R&D efforts may give new opportunities to the firms in the domestic market. It may also restrict entry of new firms and hence competition in the domestic market. This, in turn, may reduce efficiency and competitiveness of the firms in the international market. The nature of impact of in-house R&D on export competitiveness, therefore, depends on how these diverse forces dominate each other.9

---

9 A review of the existing studies does not show any consensus on the nature of impact of in-house R&D efforts on export competitiveness of the firms. For example, while Willmore (1992) and Wagner (2001) find a positive impact of in-house R&D on exports, Lefebvre et al. (1998) find no significant impact of in-house R&D on export competitiveness of the firms.
Foreign Technology Purchase Intensity (FTPI): Foreign technology purchase is expected to enhance export competitiveness of the firms of the developing countries like India. This so because the R&D base of the developing country firms is generally low due to their limited financial and intellectual capabilities towards development of indigenous technologies, and their overall technical change is adaptive in nature (Kumar and Siddharthan, 1994). This is true particularly, for the small and the medium firms that do not have in-house R&D facilities (Brouwer and Kleinknecht, 1993). However, reliance entirely on foreign technology and lack of efforts towards development of indigenous technology may limit competitive edge in the international market in the long-run when the technologies imported are obsolete in nature. Besides, lack of necessary knowledge and skills may also limit benefits of imported technologies.

Mergers and Acquisitions (M&A): M&A can affect the export competitiveness of a firm in two possible ways. On the one hand, M&A may result in greater monopoly power, and when it is so, lack of competitive threat in the market is likely to reduce efficiency and export competitiveness of the firms. On the other hand, integration of firms through M&A can help the firms to reap the benefits of large-scale production and hence to lower costs and prices of the products in the international market. Besides, increase in market concentration following M&A may also encourage the firms towards greater in-house R&D yielding new and better products\(^{10}\) as well as lowering costs and prices. This can enhance competitiveness of the firms in the international market. The nature of impact of M&A on export competitiveness of a firm, therefore, depends on the relative strength these diverse possibilities.

Selling Intensity (SELL): Selling efforts of a firm refer to firm’s expenditure towards advertising, distribution and marketing. While advertising benefits the firms in the form of product differentiation and image advantage in the market, marketing and distribution related complementary assets help them in reaching the consumers. This means that the industries with greater selling efforts by the firms are expected to have higher competitiveness in the international market. However, entry barriers created through advertising and resulting monopoly may induce the firms to concentrate in the domestic market. Besides, increase in market concentration may also reduce firms’ efficiency and competitiveness in the long run. Hence, the impact of selling strategies on export competitiveness of the firms is not clear and remains an important empirical question.

Profitability (PROF): It is commonly perceived that higher profitability of the existing firms in an industry comes from their greater market power. When it is so the firms may suffer from the problem of X-inefficiency and the costs of operation may rise above the minimum possible level, reducing competitiveness in the international market. Besides, the firms earning high profitability in the domestic market may not be so enthusiastic to penetrate in the international market. On the other hand, it is also possible that greater profitability would encourage new firms to enter into the industry resulting in greater market competition, and hence enhanced export competitiveness of the firms. The nature of impact of profitability on export competitiveness of a firm, therefore, depends on relative strength of these diverse forces.

---

\(^{10}\) Such new products of better quality serve a useful social purpose by giving consumers a variety of choices, particularly, when the information on product quality and reliability is not free.
3. METHODOLOGY AND DATA

The above function is estimated by using panel data estimation techniques for a set of 33 industries of Indian manufacturing sector over the period from 2000-01 to 2007-08. Estimation of the function by using of panel dataset not only helps in raising the sample size and thereby the degrees of freedom and efficiency of the estimates considerably, it can also capture the process of adjustment in different industries over the period of time. In addition, use of panel data brings in more sample variability and, therefore, severity of the problem of multicollinearity is less likely. This is very important for having a better understanding the impact of M&A on export competitiveness of the firms. Necessary data are collected from the Centre for Monitoring Indian Economy (CMIE), India. While the data on M&A are compiled from the Business-Beacon database of CMIE, the data on rest of the variables are sourced from its Prowess Database. Appendix II gives the details on the measurement of each of the variables used in regression analysis.

Three models, viz., the pooled regression model, the fixed effects model (FEM), and the random effects model (REM) are estimated for both the measures of market concentration. While the pooled regression model assumes that the intercept as well as the slope coefficients are the same for all the 33 industries, in the FEM the intercept is allowed to vary across the industries to incorporate industry-specific characteristics. In the REM, on the other hand, the intercept of an industry is expressed as a deviation from the constant population mean\(^{11}\). This means that the choice amongst the pooled regression model, the FEM and the REM is very important as it can largely influence conclusions on the individual coefficients\(^{12}\). In the present paper, this is done by carrying out three statistical tests, viz., restricted F-test, Breusch and Pagan (1980) Lagrange Multiplier test, and Hausman (1978) test are carried out. The restricted F-test is applied to choose between the pooled regression model and the FEM\(^{13}\). On the other hand, Breusch and Pagan (1980) Lagrange Multiplier test is carried out to make a choice between the pooled regression model and the REM. Finally, if both the FEM and the REM are selected over the pooled regression model following the restricted F test and the Breusch and Pagan (1980) Lagrange Multiplier test respectively, the Hausman (1978) test is applied to select the appropriate model on inference on the individual coefficients. In addition, since the cross-sectional observations are more as compared to the time-series components in the present dataset, the t-statistics of the individual coefficients are computed by using robust standard errors to control for the problem of heteroscedasticity. Besides, the severity of the problem of multicollinearity across the independent variables is also examined in terms of the variance inflation factors (VIF).

\(^{11}\) See, Gujarati and Sangeetha, 2007 for the details in this regard.

\(^{12}\) This is so particularly when the number of cross-sectional units is large as compared to the number of time-series units. In such cases, the estimates obtained by the FEM and the REM can differ significantly (Gujarati and Sangeetha, 2007).

\(^{13}\) The test uses the following test-statistic:

\[
F = \frac{R^2_{UR} - R^2_R}{(d+k-1)} \times \frac{d+k}{d} \times F_{d+k-1,d}\]

Here, R2UR stands for goodness-of-fit of the unrestricted model (the FEM), R2R for goodness-of-fit of the restricted model (the pooled regression model), d for the number of groups, n for the total number of observations, and k for the number of explanatory variables.
4. REGRESSION RESULTS

The summary statistics of the variables used in regression analysis are presented in Table 1, whereas Table 2 and Table 3 present the regression results. It is observed that the F-statistic of the pooled regression model and the FEM, and the Wald-$\chi^2$ of the REM are statistically significant. This means all the estimated models are statistically significant. While explanatory power of the pooled regression model is reasonably high, that of the REM is low, and it is very low for the FEM. However, this does not necessarily indicate that the estimated models are not acceptable (Gujarati and Sangeetha, 2007). According to Goldberger (1991), $R^2$ has a very modest role in regression analysis. In classical linear regression model (CLRM), it is not necessary that the value of $R^2$ should be high. Neither a high value of R2 favors a model, nor is a low value of $R^2$ evidence against it.

Tab. 1 - Summary Statistics of Variables used in Regression Model. Source: own

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of Observations</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>264</td>
<td>0.4865</td>
<td>0.4268</td>
<td>0.0198</td>
<td>2.4481</td>
</tr>
<tr>
<td>CON_HHI</td>
<td>264</td>
<td>0.0896</td>
<td>0.0847</td>
<td>0.0097</td>
<td>0.4112</td>
</tr>
<tr>
<td>CON_GRS</td>
<td>264</td>
<td>0.1898</td>
<td>0.1334</td>
<td>0.0378</td>
<td>0.6286</td>
</tr>
<tr>
<td>IMP</td>
<td>264</td>
<td>0.0315</td>
<td>0.0468</td>
<td>0.0000</td>
<td>0.2391</td>
</tr>
<tr>
<td>CI</td>
<td>264</td>
<td>1.9100</td>
<td>0.7419</td>
<td>0.5759</td>
<td>5.0062</td>
</tr>
<tr>
<td>MNC</td>
<td>264</td>
<td>0.0084</td>
<td>0.0157</td>
<td>0.0000</td>
<td>0.1049</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>264</td>
<td>0.0117</td>
<td>0.0185</td>
<td>0.0001</td>
<td>0.1520</td>
</tr>
<tr>
<td>FTPI</td>
<td>264</td>
<td>0.0406</td>
<td>0.0302</td>
<td>0.0038</td>
<td>0.1979</td>
</tr>
<tr>
<td>M&amp;A</td>
<td>264</td>
<td>65.7652</td>
<td>71.0787</td>
<td>3.0000</td>
<td>432.0000</td>
</tr>
<tr>
<td>SELL</td>
<td>264</td>
<td>0.1601</td>
<td>0.0783</td>
<td>0.0409</td>
<td>0.4222</td>
</tr>
<tr>
<td>PROF</td>
<td>264</td>
<td>0.2668</td>
<td>0.1313</td>
<td>-0.1162</td>
<td>0.7354</td>
</tr>
</tbody>
</table>

The variance inflation factors (VIF) are computed for each of the explanatory variables to examine the severity of multicollinearity problem. It is found that the VIF of each of the explanatory variables is less than 2. Following (Belsey et al., 1980), it can, therefore, be said that the estimated models do not suffer from severe multicollinearity problem$^{14}$. The t-statistics and z-statistics for the individual coefficients are computed by using White’s (1980) robust standard errors to control for heteroscedasticity and autocorrelation.

---

$^{14}$ Another important symptom of multicollinearity is high value of $R^2$ with only a few or no statistically significant t-ratio. In the present case, $R^2$ is not very high (rather it is low) and majority of the t-ratios are statistically significant. This also indicates that the estimated models do not suffer from severe multicollinearity problem.
Tab. 2 - Regression Results with the HHI as the Measure of Market Concentration. Source: own

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>t-Stat</th>
<th>VIF</th>
<th>Variable</th>
<th>Coeff</th>
<th>t-Stat</th>
<th>Variable</th>
<th>Coeff</th>
<th>z-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.0795</td>
<td>0.90</td>
<td></td>
<td>Intercept</td>
<td>0.7422</td>
<td>7.43**</td>
<td>Intercept</td>
<td>0.7440</td>
<td>6.51**</td>
</tr>
<tr>
<td>HHI</td>
<td>-1.2302</td>
<td>-4.55**</td>
<td>1.64</td>
<td>HHI</td>
<td>0.3830</td>
<td>0.73</td>
<td>HHI</td>
<td>0.0794</td>
<td>0.18</td>
</tr>
<tr>
<td>IMP</td>
<td>-0.6288</td>
<td>-2.02*</td>
<td>1.09</td>
<td>IMP</td>
<td>-0.0772</td>
<td>-0.34</td>
<td>IMP</td>
<td>-0.0579</td>
<td>-0.26</td>
</tr>
<tr>
<td>MNC</td>
<td>3.5448</td>
<td>2.20*</td>
<td>1.86</td>
<td>MNC</td>
<td>5.8711</td>
<td>3.68**</td>
<td>MNC</td>
<td>5.3992</td>
<td>3.22**</td>
</tr>
<tr>
<td>CI</td>
<td>0.0767</td>
<td>2.79**</td>
<td>1.54</td>
<td>CI</td>
<td>0.7422</td>
<td>6.51**</td>
<td>CI</td>
<td>0.7440</td>
<td>6.51**</td>
</tr>
<tr>
<td>FTPI</td>
<td>1.6498</td>
<td>2.19*</td>
<td>1.28</td>
<td>FTPI</td>
<td>0.3830</td>
<td>0.73</td>
<td>FTPI</td>
<td>0.7422</td>
<td>6.51**</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>-0.1162</td>
<td>-0.10</td>
<td>1.28</td>
<td>R&amp;D</td>
<td>0.1918</td>
<td>0.15</td>
<td>R&amp;D</td>
<td>0.7422</td>
<td>6.51**</td>
</tr>
<tr>
<td>M&amp;A</td>
<td>0.0019</td>
<td>3.59**</td>
<td>1.57</td>
<td>M&amp;A</td>
<td>0.0010</td>
<td>3.22*</td>
<td>M&amp;A</td>
<td>0.0011</td>
<td>3.82**</td>
</tr>
<tr>
<td>SELL</td>
<td>-0.0559</td>
<td>-1.15</td>
<td>1.54</td>
<td>SELL</td>
<td>0.0010</td>
<td>3.22*</td>
<td>SELL</td>
<td>0.0011</td>
<td>3.82**</td>
</tr>
<tr>
<td>PROF</td>
<td>0.6794</td>
<td>3.35**</td>
<td>1.89</td>
<td>PROF</td>
<td>0.0010</td>
<td>3.22*</td>
<td>PROF</td>
<td>0.0011</td>
<td>3.82**</td>
</tr>
<tr>
<td>F-Stat</td>
<td>13.74**</td>
<td></td>
<td></td>
<td>F-Stat</td>
<td>14.24**</td>
<td></td>
<td>Wald-c2</td>
<td>201.14**</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.37</td>
<td></td>
<td></td>
<td>R²-Within</td>
<td>0.37</td>
<td></td>
<td>R²-Within</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Adj-R²</td>
<td>0.35</td>
<td></td>
<td></td>
<td>R²-Between</td>
<td>0.05</td>
<td></td>
<td>R²-Between</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R²-Overall</td>
<td>0.06</td>
<td></td>
<td>R²-Overall</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Number of Observations</td>
<td>264</td>
<td></td>
<td></td>
<td>Number of Observations</td>
<td>264</td>
<td></td>
<td>Number of Observations</td>
<td>264</td>
<td></td>
</tr>
</tbody>
</table>

Note: **Statistically significant at 1 percent; *Statistically significant at 5 percent.

Tab. 3 - Regression Results with the GRS Index as the Measure of Market Concentration. Source: own

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>t-Stat</th>
<th>VIF</th>
<th>Variable</th>
<th>Coeff</th>
<th>t-Stat</th>
<th>Variable</th>
<th>Coeff</th>
<th>z-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.1203</td>
<td>1.34</td>
<td></td>
<td>Intercept</td>
<td>0.8134</td>
<td>8.26**</td>
<td>Intercept</td>
<td>0.7918</td>
<td>6.79**</td>
</tr>
<tr>
<td>CON_GRS</td>
<td>-0.7358</td>
<td>-4.51**</td>
<td>1.54</td>
<td>GRS</td>
<td>-0.1372</td>
<td>-0.45</td>
<td>GRS</td>
<td>-0.2040</td>
<td>-0.75</td>
</tr>
<tr>
<td>IMP</td>
<td>-0.6405</td>
<td>-2.04*</td>
<td>1.09</td>
<td>IMP</td>
<td>-0.0002</td>
<td>-0.00</td>
<td>IMP</td>
<td>-0.0117</td>
<td>-0.05</td>
</tr>
<tr>
<td>MNC</td>
<td>3.3926</td>
<td>2.14*</td>
<td>1.85</td>
<td>MNC</td>
<td>5.6725</td>
<td>3.38**</td>
<td>MNC</td>
<td>5.3701</td>
<td>3.15**</td>
</tr>
<tr>
<td>CI</td>
<td>0.0735</td>
<td>2.69**</td>
<td>1.54</td>
<td>CI</td>
<td>-0.1004</td>
<td>-5.01**</td>
<td>CI</td>
<td>-0.0928</td>
<td>-5.26**</td>
</tr>
<tr>
<td>FTPI</td>
<td>1.6767</td>
<td>2.17*</td>
<td>1.25</td>
<td>FTPI</td>
<td>1.2002</td>
<td>4.84**</td>
<td>FTPI</td>
<td>1.1551</td>
<td>4.26**</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>-0.0296</td>
<td>-0.03</td>
<td>1.27</td>
<td>R&amp;D</td>
<td>0.2171</td>
<td>0.16</td>
<td>R&amp;D</td>
<td>0.2828</td>
<td>0.27</td>
</tr>
</tbody>
</table>
As it is shown in Table 4, the F-statistic of the restricted F-test is statistically significant. This means that the pooled regression model is a better choice vis-à-vis the FEM. Similarly, the test statistic ($\chi^2$) of the Breusch and Pagan Lagrange Multiplier test is also statistically significant implying that the REM is a better fit as compared to the pooled regression model. However, the Hausman test statistic ($\chi^2$) is not significant suggesting that the REM is a better fit as compared to the FEM. Hence, the regression results of the REM are used for further discussion on the explanatory variables.

Tab. 4 - Tests for Selection of Appropriate Model. Source: own

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Null Hypothesis</th>
<th>Type of Test</th>
<th>Test Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection between Pooled Regression Model and Fixed Effects Model</td>
<td>All $\mu_i = 0$</td>
<td>Restricted F Test</td>
<td>$F_{32,222}=122.66$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$F_{32,222}=122.27$</td>
</tr>
<tr>
<td>Selection between Pooled Regression Model and Random Effects Model</td>
<td>$\sigma^2_u = 0$</td>
<td>Breusch-Pagan Lagrange Multiplier Test</td>
<td>$\chi^2(1)=696.07$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\chi^2(1)=698.37$</td>
</tr>
<tr>
<td>Selection between Fixed Effects Model and Random Effects Model</td>
<td>Difference in coefficients is not systematic</td>
<td>Hausman Test</td>
<td>$\chi^2(9)=1.99$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\chi^2(8)=0.28$</td>
</tr>
</tbody>
</table>
It is found that the coefficient of CI, TIMP, MNC, M&A and SELL are statistically significant (Table 2 and 3). Further, while the coefficient of MNC, M&A and FTPI are positive, the coefficient of SELL and CI are negative. This means that export competitiveness is higher in the industries with larger number of mergers and acquisitions, higher technology purchase intensity, or greater presence of the MNCs. On the other hand, the industries with greater selling efforts or higher capital intensity have low export competitiveness. However, the coefficient of market concentration, IMP, R&D and PROF are not statistically significant. This implies that market concentration, import competition, in-house R&D efforts, and firms’ profitability do not have any significant impact on export competitiveness of the firms in Indian manufacturing sector.

5. DISCUSSIONS

The regression results have important implications for Indian manufacturing sector. First, firms can enhance export competitiveness through mergers and acquisitions. This is consistent with the observation of Beena (2008) that M&A results in greater exports. Restructuring of business largely through M&A (Basant, 2000), operation at a greater scale, and other synergy effects seem to have helped the firms to enhance their efficiency and competitiveness in the international market. On the other hand, entry of the foreign firms through M&A seems to have raised competitive pressure in the domestic market forcing the firms to boost their competitiveness.

In addition, better technology knowhow and managerial efficiencies of the MNCs and import of foreign technology might have raised firms’ export competitiveness. However, M&A may undermine firms’ innovative efforts and hence their competitiveness, particularly when integration with the MNCs helps the firms to have easy access to better technology. This may discourage the firms towards in-house R&D. Besides, if M&A results in greater monopoly power, the firms may have a weaker incentive to innovate, though the nature of relationship between market structure and firms’ innovative efforts is not very clear in the literature.

Second, market concentration does not have any significant impact on export competitiveness of the firms. This is contradictory to the proposition that lower market concentration and hence greater domestic rivalry forces the firms to innovate and improve, which in turn raise their shares and profits in export markets (Porter, 1990). This may largely be due to no significant increase in market concentration in majority of the industries following economic reforms. In majority of the industries, market concentration has either declined or has remained largely the same in the 1990s, and the wave of M&A has failed to influence market concentration (Mishra, 2005).

Third, competition from imports does not necessarily enhance export competitiveness of the firms. Import competition may enhance efficiency and may create opportunity for greater exports for the larger firms, but it can also squeeze opportunities for the small firms in the

15 It is observed that the wave of M&A in Indian corporate sector did not have any detrimental impact on market competition (Mishra, 2005), or consumers’ welfare (Mishra and Kumar, 2011).
16 For example, while Schumpeter (1942) propounded that the large firms in imperfectly competitive markets are the most conducive conditions for technical progress, according to Arrow (1962), a pre-innovation monopolist has a weaker incentive to innovate than a firm operating in a competitive market. Rather, it is competitive pressure that raises innovation, especially for the new firms (Aghion et al 2002).
domestic market forcing them to leave the industry. When it is so, many of the larger firms may prefer to concentrate in the domestic territory and their export intensity may decline. A balance between these two diverse forces may leave export competitiveness of the industry unchanged even if import competition increases.

6. CONCLUSIONS

In the context of economic reforms in general and the subsequent wave of M&A in particular, the present paper attempts to examine the impact of these M&A on export competitiveness of the firms in Indian manufacturing sector. It is found that the industries with larger number of deals of M&A have greater export competitiveness. Export competitiveness is also higher in the industries that have larger presence of the MNCs and greater foreign technology purchase intensity. On the other hand, industries with higher capital intensity or greater selling efforts by the firms have limited penetration in the international market. However, the present paper does not find any significant influence of market concentration, competition from imports, in-house R&D efforts, and profitability on export competitiveness of the firms.

The findings of present paper have important policy implications. First, given that M&A enhance export competitiveness of the firms, the issue of designing policy resolutions to encourage the firms more towards M&A requires further scrutiny. Second, greater presence of the MNCs may force the local firms to exit the market, and market concentration may increase. Besides, a considerable portion of FDI inflows into India have taken the route of M&A limiting expansion of productive capacity during the post-reform period. It is also observed that the foreign affiliates operating in India spend significantly less on in-house R&D as compared to their domestic counterparts (Kumar, 1987; Kumar and Saqib, 1996; Kumar and Agarwal, 2000). This means that the policy measures should guide entry of the MNCs more through the mode of Greenfield investment. Finally, since capital intensive industries have lower export competitiveness, the policies towards imports of foreign embodied technology, efforts should be made towards development of indigenous capital equipments and their better utilization with a pool of skilled human resources.
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Appendix I - Measurement of the Variables

In the present paper, three-year moving average of the variables, instead of their annual values is used to make the dataset more consistent over the period of time. Such a measure can also account for the process of adjustment along with reducing the potential simultaneity bias in the envisaged relationship. Accordingly, all the variables are measured as simple moving average of previous three years with the year under reference being the starting year.

**Export Competitiveness (EXP):** Export competitiveness of the firms in an industry is measured in terms of its export intensity defined as the ratio of exports (EX) to sales (S), i.e.,

\[
EXP_j = \left( \frac{\sum_{i=1}^{n} s_i \cdot X_i + \sum_{i=2}^{n} s_i \cdot X_i + \sum_{i=3}^{n} s_i \cdot X_i}{\sum_{i=1}^{n} S_i + \sum_{i=2}^{n} S_i + \sum_{i=3}^{n} S_i} \right)
\]

Here, \( EXP_j \) stands for export competitiveness of industry j in year t.

**Market Concentration (CON):** In the present paper, two alternative measures of market concentration, viz., the Herfindahl-Hirschman Index (HHI) and the GRS Index are used to substantiate the findings. The HHI measures the degree of seller’s concentration and satisfies all the desirable properties of a concentration measure by combining both the number and size distribution of firms in the industry. It also measures the potential impact of corporate restructuring activity on industry concentration. The HHI is computed by using the following formula:

\[
HHI_j = \frac{\sum_{i=1}^{n} s_i^2}{\sum_{i=1}^{n} S_i^2}
\]

Here, \( HHI_j \) stands for the Herfindahl-Hirschman Index of industry j in year t, and \( s_i \) for market share of the ith firm in the industry, i.e., the ratio of the firm’s sales (S) to total industry sales (\( \sum S \)). Although the Herfindahl-Hirschman index is widely used in empirical research, it assigns greater weights to the larger firms and lower weight to the smaller firms (Mishra et al., 2011). This not only raises importance of the larger firms in the index, it also reduces effect of the smaller firms even if they are very large in number, giving distorted measure of market concentration. On the other hand, the GRS index overcomes the weighting problem of the HHI and gives more accurate measure of market concentration for Indian manufacturing sector (Mishra et al., 2011). The GRS index is defined as,

\[
GRS_j = \frac{\sum_{i=1}^{n} \left( \frac{n^2 s_i^4 + 0.3 s_i^2}{n^2 + 0.3 n s_i^2} \right) + \sum_{i=2}^{n} \left( \frac{n^2 s_i^4 + 0.3 s_i^2}{n^2 + 0.3 n s_i^2} \right) + \sum_{i=3}^{n} \left( \frac{n^2 s_i^4 + 0.3 s_i^2}{n^2 + 0.3 n s_i^2} \right)}{3}
\]

Here, \( s_i \) stands for market share of the largest firm in the industry. The GRS index is based on Taylor’s series.

**Import Intensity (IMP):** The variable import intensity of an industry is defined as the ratio of total imports (IM) to the industry to its sales (S):

\[
IMP_j = \left( \frac{\sum_{i=1}^{n} M_i + \sum_{i=2}^{n} M_i + \sum_{i=3}^{n} M_i}{\sum_{i=1}^{n} S_i + \sum_{i=2}^{n} S_i + \sum_{i=3}^{n} S_i} \right)
\]

Here, \( IMP_j \) stands for import intensity of industry j in year t.

---

1 Another advantage of using HHI is that by squaring market shares the HHI weights more heavily the values for large firms than for small ones. Therefore, when precise data on the market shares of very small firms are unavailable, the resulting errors are not large.

2 This limits the scope for understanding the role of the smaller firms in market competition.

3 For the details on derivation of this index see Ginevicius and Cirba (2009) and Mishra et al. (2011).
MNC: The present paper measures presence of MNCs in industry \( j \) in year \( t \) (\( MNC_{jt} \)) as the ratio of foreign exchange spending as dividend (FSD) to sales (\( S \)) in the industry, i.e.,

\[
MNC_j = \frac{\left( \sum_{i=1}^{n} FSD_{i1} + \sum_{i=1}^{n} FSD_{i2} + \sum_{i=1}^{n} FSD_{i3} \right)}{3} 
\]

Capital Intensity (CI): The capital intensity of an industry is measured as the ratio of capital employed (CE) in the industry to its sales (\( S \)), i.e.,

\[
CI_j = \frac{\left( \sum_{i=1}^{n} CE_{i1} + \sum_{i=1}^{n} CE_{i2} + \sum_{i=1}^{n} CE_{i3} \right)}{3} 
\]

Here, CI\(_j\) stands for capital intensity of industry \( j \) in year \( t \).

Foreign Technology Purchase Intensity (FTPI): The present paper measures foreign technology purchase intensity as the ratio of expenditure on purchase of foreign technology (FTP) to sales (\( S \)), i.e.,

\[
FTPI_j = \frac{\left( \sum_{i=1}^{n} FTP_{i1} + \sum_{i=1}^{n} FTP_{i2} + \sum_{i=1}^{n} FTP_{i3} \right)}{3} 
\]

Here, FTPI\(_j\) stands for foreign technology purchase intensity in industry \( j \) in year \( t \).

R&D Intensity (R&D): The ratio of expenditure on in-house research and development (RD) in an industry to its sales is used as a measure of R&D intensity of the industry, i.e.,

\[
R&D_j = \frac{\left( \sum_{i=1}^{n} R&D_{i1} + \sum_{i=1}^{n} R&D_{i2} + \sum_{i=1}^{n} R&D_{i3} \right)}{3} 
\]

Here, R&D\(_j\) stands for the in-house R&D intensity in industry \( j \) in year \( t \).

Mergers and Acquisitions (M&A): The extent of mergers and acquisitions in industry \( j \) in year \( t \) (\( M&\text{A}_{jt} \)) is measured as the total number of deals in the industry over previous three years with the year under reference being the starting year.

\[
M & A_j = \sum_{i=1}^{n} M & A_{i1} + \sum_{i=1}^{n} M & A_{i2} + \sum_{i=1}^{n} M & A_{i3} 
\]

Here, M&A\(_j\) stands for number of deals by firm \( i \) in the industry in year \( t \).

Selling Intensity (SELL): The present paper measures selling intensity in an industry as the ratio of total selling expenses (SE) by the firms in the industry to their total sales (\( S \)), i.e.,

\[
SELL_j = \frac{\left( \sum_{i=1}^{n} SE_{i1} + \sum_{i=1}^{n} SE_{i2} + \sum_{i=1}^{n} SE_{i3} \right)}{3} 
\]

Here, SELL\(_j\) stands for the selling intensity in industry \( j \) in year \( t \).
Profitability (PROF): In the present paper, profitability of an industry is measured as the ratio of profit before interest and tax (PBIT) of the industry to its sales (S), i.e.,

$$\text{PROF}_j = \frac{\frac{1}{n} \sum_{i=1}^{n} \text{PBIT}_{jt} + \frac{1}{n} \sum_{i=1}^{n} \text{PBIT}_{j,t-1} + \frac{1}{n} \sum_{i=1}^{n} \text{PBIT}_{j,t-2}}{\frac{1}{n} \sum_{i=1}^{n} S_{jt} + \frac{1}{n} \sum_{i=1}^{n} S_{j,t-1} + \frac{1}{n} \sum_{i=1}^{n} S_{j,t-2}}$$

Here, PROF$_j$ stands for profitability of industry $j$ in year $t$. 