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The Valuation of Organizational Capital

Fiala Roman, Borůvková Jana
Abstract
The authors’ aim was to create a model suitable for measuring organization capital. This model 
was produced by means of the Forward and Backward Stepwise methods, on the basis of com-
pany information. Low p-levels (approaching 0) show the statistical significance of all regression 
coefficients, including the intercept. Organizational capital of 2,796 companies in the Czech 
Republic was quantified. A statistically significant correlation between organizational capital 
and return on equity (ROE), as well as between organizational capital and return on assets 
(ROA), has been established. This article is a part of the results of the project No. 402/09/2057 
‘‘Measurement and Management of Intangible Assets Impact on Firm Performance’’ financed 
by Czech Science Foundation.
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1. INTRODUCTION
A number of authors share the view that firm organizational capital can, in a significant way, 
contribute to increasing firm productivity. However, there is no consensus definition of organi-
zational capital, of the method of measuring it, or the best way to quantify its contribution to 
output (current or future). Unlike physical capital, its value does not appear on the balance sheet 
of a firm. As there is no market for organizational capital, which could be used for measuring its 
value, this paper focuses on establishing and describing relationships between variables available 
with a view to measuring organizational capital.
Baron and Armstrong (2007, p. 14) define organizational capital as embedded or institutionalized 
knowledge that may be retained with the help of information technolog y on readily accessible and easily extended 
databases. It can include explicit knowledge that has been recorded on a database or in manuals 
and standard operating procedures, or tacit knowledge that has been captured, exchanged and, 
as far as possible, codified.  Organizational capital is created by people (human capital) but it is 
also the outcome of social capital interactions. 
Evenson and Westphal (1995) define organizational capital as the knowledge used to combine 
human skills and physical capital into systems for producing and delivering want-satisfying prod-
ucts. 
Black and Lynch (2005) divide organizational capital into three broad components – workforce 
training, employee voice, and work design. Black and Lynch assume, for the sake of simplic-
ity, that education decisions are primarily individual based and made independently from the 
employment relationship. But workplace training is a joint decision undertaken by the worker 
and the firm to invest in additional skills training after an employment relationship has begun. 
This workforce training, along with the education a worker brings to a job, raises the productive 
capacity of a firm. 
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The second component of organizational capital, according to Black and Lynch (2005), is em-
ployee voice. By this they mean those organizational structures that give workers input into the 
decision-making associated with the design of the production process and greater autonomy. 
Examples of practices in this component include employee suggestion box in the lunch room, 
employees being consulted individually about their views, individual job enrichment schemes, 
employees being consulted in groups, self-managed teams where production employees work in 
a semi-autonomous setting.
The third component of organizational capital, according to Black and Lynch (2005), is work 
design, including the use of cross-functional processes that result in more flexible allocation and 
re-allocation of labour in the firm. This component of organizational capital includes practices 
like reengineering efforts that may involve changing the occupational structure of workplace, 
or benchmarking. 
The possibilities of individual authors’ approach to the measurement of organizational capital 
can be noted in research studies. The first approach is quantification of organizational capi-
tal using questionnaire survey among companies. This procedure was chosen for instance by 
Huselid (1995), Delaney and Huselid (1996), Becker and Huselid (1998), Youndt and Snell (2004), 
Black and Lynch (2005). The second approach is measurement of organizational capital by cre-
ating models. Organizational capital is measured in this way for instance by Atkeson and Ke-
hoe (2002), Lev and Radhakrishnan (2003), (2004), Miyagawa and Kim (2008), Ludewig and 
Sadovski (2009), Fiala and Borůvková (2011a), (2011b).
Atkeson and Kehoe (2005) use for measurement of organizational capital U.S. national income 
and product accounts (NIPA). In the standard growth model, output is accounted for as pay-
ments to labour and to psychical capital. Using this growth model to analyze NIPA data on the 
U.S. manufacturing sector during 1959–1999, the authors find that nearly 9% of the output of 
this sector is not accounted for by payments to either of these factors. Cited authors interpret 
his unaccounted-for output as payments to various forms of unmeasured capital or monopoly 
rents. Atkeson and Kehoe (2005) find that 4% of output in the U.S. manufacturing sector can be 
accounted for as payments to organizational capital. Thus, a little less than half of the nearly 9% 
unaccounted-for output in manufacturing can be accounted for as payments to organizational 
capital.   
Lev a Radhakrishnan (2003), (2004) use following function to estimate organizational capital:

�  (1) 
where SALEit is the revenue of firm i in year t, a0it stands for organizational capital, PPEit is the 
net value of plant, property, and equipment, EMPit  is the number of employees, RNDit is the 
firm’s research and development capital and eit is an error term. Coefficient of determination R2 
for this model was calculated at values 0.625.
Miyagawa and Kim (2008) found that organizational capital is associated with investment in re-
search and development assets and marketing assets. The model of cited authors is based on the 
firm value approach. They include organizational capital as a production factor in the following 
production function:
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� (2)
where Yit is a gross output of firm i. In this equation, they assume two kinds of capital goods: one 
is complementary to organizational capital (KI

it) and the other is not (KT
it). Oit is organizational 

capital, Lit is labour input, Mit is intermediate input, and Θit shows the technology of firm i. Hit 
represents investment in organizational capital.
Ludewig and Sadovski (2009) use linear regression model of Lev and Radhakrishnan (2003) and 
measure with the help of Cobb-Douglas production function, which they amend with a term for 
organizational capital (Ω):

� (3) 
where Q denotes the output, K the capital stock and L the labour input of establishment i in 
period t. The constant A represents overall efficiency. Their results indicate that organizational 
capital has a substantial impact on performance.
Fiala and Borůvková (2011a) designed a model of firms’ sales, as a function of their tangible 
fixed assets, intangible assets, and staff costs, which they used to measure firm organizational 
capital. Organizational capital of 2796 companies in the Czech Republic was quantified and its 
correlation with return on equity index, return on sales index, and return on assets index was 
calculated. A statistically important linear correlation between organizational capital and return 
on assets (ROA), as well as between organizational capital and return on equity (ROE), has been 
established.
Fiala and Borůvková (2011b) created three linear regression models for the years 2006, 2007 and 
2008 of roughly 270 companies based in the Vysocina region were produced by means of the 
Forward and Backward Stepwise methods, on the basis of company information.
The impact of organizational capital on firm productivity was studied, among others, by Huselid 
(1995), Delaney and Huselid (1996), Ichniowski, Shaw and Prennushi (1997), Ichniowski and 
Shaw (1999), Youndt and Snell (2004).
Huselid (1995) indicated that organizational capital has statistically significant impact on short- 
and long-term measures of corporate financial performance. In a similar research, Delaney and 
Huselid (1996) found a positive association between human resource management practices and 
firm performance measures. Ichniowski, Shaw and Prennushi (1997) found support for the con-
clusion that groups or clusters of complementary human resource management practices have 
large effects on productivity, while changes in individual work practices have little or no effect 
on productivity. A similar conclusion was reached by Ichniowski and Shaw (1999) in a subse-
quent study. They found that the set of lines having innovative human resource practices, in Ja-
pan and in the USA, are on average seven percent more productive than the U.S. lines employing 
traditional human resource practices. 
The aim of this article is to create a model suitable for measuring organization capital, that is to 
say a model with relative high coefficient of determination, in which coefficients of all regressors 
and the intercept are statistically significant.
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The next aim is to verify following three hypotheses:
H1: An organization’s level of organizational capital is positively related to return on equity 
(ROE).
H2: An organization’s level of organizational capital is positively related to return on assets 
(ROA).
H3: An organization’s level of organizational capital is positively related to return on sales 
(ROS).

2. MATERIAL AND METHODS
The analysis was based on data obtained from Creditinfo database, a major part of Albertina 
Data database. Creditinfo database ranks among the most complete sources of firms’ data in the 
Czech Republic. The database includes individual firms’ economic data based on their annual 
reports. This represents approximately 250 pieces of data per year per firm. Apart from basic 
information on commercial name, registered address, and firm’s identification number the data 
also includes business activity, number of employees, legal form, and type of ownership. Infor-
mation on turnover is available in respect of about 900 000 firms. 
Records relevant to the year 2008 concerning companies with more than 20 employees, having 
their registered address in the Czech Republic, were selected. The number of firms totalled 5 
468, out of which only 2 796 were selected for the analysis. Firms that had not supplied complete 
data on all variables required for the analysis were not included in the analysis.  
For the purpose of the analysis, a linear regression model was developed initially, encompassing 
two independent variables: tangible fixed assets (TFA) and staff costs (SC). Sales represent a depend-
ent variable.
According to Synek (2007), tangible fixed assets are used by a firm for a longer period of time and 
gradually depreciate in value (e.g. constructions, machinery, buildings, manufacturing equip-
ment, means of transport), or are used without depreciation (e.g. plots of land, works of art). 
Staff costs include wages, social security and health insurance contributions, bonuses paid to 
members of the board of a company or cooperative enterprise, and state benefits. For the pur-
pose of this paper, sales include revenues from sales of goods and services. Table 1 shows de-
scriptive statistics (sample size, mean, median, minimum, maximum, standard deviation) denot-
ing chosen variables.

Tab. 1 – Descriptive Statistics. Source: own calculation.

N Mean Median Minimum Maximum Std. Dev.

Tangible assets 
(CZK thousand)

2796 98076.1 17070 –11666 46364990 1019300

Staff costs  
(CZK thousand)

2796 30271.6 18354 187 2324216 58816

Sales  
(CZK thousand)

2796 231395.9 99116,5 47 13305658 568069






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The authors of this paper attempted to use models described in literature so far – Lev and 
Radhakrishnan (2003), (2004). However, the data available proved unsuitable for multiplicative 
models as it did not give statistically significant coefficients. For modelling sales, the authors 
therefore used multiple linear regression (stepwise method). 
Linear regression attempts to model the relationship between variables by fitting a linear equa-
tion to observed data. Variables X1, X2 are considered to be explanatory (independent) variables, 
and the other (Y ) is considered to be a dependent variable. A linear regression line has an equa-
tion of the form y = b0 + b1 x1 + b2 x2. The model design therefore tries to answer the question: 
How are sales (dependent variable Y ) impacted by: (Fiala, Borůvková, 2011c)

tangible fixed assets (independent variable X1),   
staff costs (independent variable X2)?

If, prior to analysis, we standardize all variables, we can determine a relative contribution of the 
predictor Xj to prediction of the variable Y from standardized regression coefficients ßj.
Linear relationships between independent variables and a dependent variable are prerequisite for 
a correct linear model design. Individual predictors, on the other hand, should be correlated as 
little as possible.
The coefficient of determination R2, which is the ratio of the modeled variability to the overall 
variability, equals the part of variability of the variable sales, explained by the predictors of TFA 
and SC.
This design of linear regression model was further used for estimation of a firm-specific in-
tercept. The authors of this paper assumed, drawing from ideas and calculations presented by 
Lev and Radhakrishnan (2004), that the intercept value corresponds with firm organizational 
capital.
As a next step, Spearman rank correlation coefficients were calculated between the derived in-
tercept value (firm organizational capital) and return on sales (ROS), and between return on 
assets (ROA) and return on equity (ROE), which measure correlation between the variables. 
Profit before tax was used when calculating profitability indicators, to eliminate effects of tax 
optimization. 
Program Statistica was used for all analyses.

3. RESULTS AND DISCUSSION
Table 2 shows Spearman rank correlation coefficients between variables TFA, SC, and sales. 
Highlighted values (bold letters) are statistically significant at p-level 0.05.




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Tab. 2 – Spearman correlation coefficients. Source: own calculation.

Tangible fixed assets 
(CZK thousand)

Staff costs  
(CZK thousand)

Sales  
(CZK thousand)

Tangible fixed assets  
(CZK thousand)

1.000000 0.458831 0.460604

Staff costs  
(CZK thousand) 

0.458831 1.000000 0.702116

Sales  
(CZK thousand)

0.460604 0.702116 1.000000

It is desirable for correlations between the independent variables TFA and SC to be statistically 
insignificant, or at least low. Furthermore, it is desirable for correlation coefficients between the 
dependent variable and every independent variable to be high and statistically significant. Table 
2 shows that this condition was not met fully – correlation between the independent variables 
SC and TFA is significant, but only moderate. 
The linear regression model design includes all the independent variables; low p-levels further-
more indicate that all regression coefficients, as well as the intercept, are statistically significant. 
It was therefore established, at 0.05 p-level, that all two independent variables, as well as the 
intercept, impact the dependent variable sales.
Table 3 shows regression coefficients values, therefore regression equation for sales is: 

SALES=97696+0.25TFA+3.62 SC,� (4)
where TFA represents tangible fixed assets, and SC represents staff costs.
Coefficients in the model are very easy to interpret: a change in TFA by one unit results in an 
increase in sales by 0.25 units, and a change in SC by one unit results in an increase in sales by 
3.62 units.

Tab. 3 – Linear regression model. Source: own calculation.

Param. Std. Err. t p Beta (ß)
Intercept 97696.22 9600.149 10.17653 0.000000
Tangible fixed 
assets  
(CZK thousand)

0.25 0.008 29.20274 0.000000 0.441049

Staff costs  
(CZK thousand)

3.62 0.146 24.81843 0.000000 0.374833

Coefficients β shown in table 3 serve to evaluate relative contribution of predictors. These coef-
ficients were calculated by standardizing data prior designing the model. Values of coefficients 
β clearly indicate that the dependent variable sales is impacted the most by the variable SC. The 
dependent variable sales depends on TFA, and SC but also on the intercept, which the authors 
believe to equate with the value of firm organizational capital. 
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Correlation between firm productivity and organizational capital is confirmed by number of 
studies, e.g.: Huselid (1995), Delaney and Huselid (1996), Ichniowski, Shaw and Prennushi (1997), 
Youndt and Snell (2004). The authors therefore conclude that the designed model can be used for 
calculation of firm-specific organizational capital, provided firm-specific values of all independ-
ent variables (TFA, SC), as well as the value of the dependent variable sales, are known.
A statistically significant coefficient of determination R2 was consequently calculated at values 
higher than 0.37 which leads to the conclusion that the model design explains more than 37% of 
variability of the dependent variable.
The fitting of the model is also shown using the F-statistics and its p-level ( p = 0.00). In this case 
a statistically significant value has been arrived at, also indicating the fitting of the model.
The described linear regression model was used for estimation of the intercept for all firms. 
The intercept for each firm was calculated, using the regression equation, from the firm-specific 
values of all independent variables (TFA, SC ), and the dependent variable (sales). Table 4 shows 
characteristics denoting the intercepts calculated.

Tab. 4 – Descriptive statistics. Source: own calculation.

N Mean Median Minimum Maximum Std. Dev.
Intercept 2796 97293.81 16120.88 -5182718 12687188 450884.1

Finally, a linear dependence between the intercepts calculated (which are assumed to correspond 
with firm organizational capital) and three profitability indicators return on sales, return on 
assets and return on equity was studied and described. For this purpose, Spearman correlation 
coefficients were calculated, as shown in table 5. Highlighted values (bold letters) are statistically 
significant at p-level 0.05.

Tab. 5 – Spearman correlation coefficients. Source: own calculation.

Organizational 
capital

ROE ROA ROS

Organ. capital 1.000000 0.194149 0.162938 0.028103
ROE 0.194149 1,000000 0,716383 0,590574
ROA 0,162938 0,716383 1,000000 0,900778
ROS 0.028103 0,590574 0,900778 1,000000

A minor correlation has been established between organizational capital and return on equity 
as well as between organizational capital and return on assets, thus, hypotheses 1 and 2 are sup-
ported. A statistically significant linear relationship has not been established between organiza-
tional capital and return on sales (hypothesis 3).
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4. CONCLUSION
The authors designed the linear regression model for 2 796 firms in the Czech Republic which 
encompasses two independent variables TFA a SC, and where all the regression coefficients in-
cluding the intercept are statistically significant. On the level of significance of 0.05 was shown 
that all two independent variables, as well as the intercept, impact the dependent variable sales.
The regression equation for sales has been defined as follows: 

SALES=97696+0.25TFA+3.62SC,� (5)
where TFA represents tangible fixed assets, and  SC represents staff costs. The model shows that 
a change in TFA by one unit results in an increase in sales by 0.16 units, and a change in SC by 
one unit results in an increase in sales by 3.73 units. The coefficient of determination R2 is statis-
tically significant, and was calculated at values higher than 0.37 which can lead to the conclusion 
that the designed model explains more than 37% of variability of the dependent variable. The 
coefficient of determination value is not high, however it is comparable with the values in some 
of the models published to date.
The dependent variable sales therefore depends on TFA, SC but also on the intercept, which the 
authors believe to equate with the value of firm organizational capital which assumption is sup-
ported by other studies. The authors have therefore concluded that the model design developed 
can be used for calculating firm organizational capital if the firm-specific values of all variables 
used in the model are available.
Finally, the calculated linear regression model was used for establishing the intercepts for all 
firms. A linear dependence between the intercepts calculated, which should correspond with 
firm organizational capital, and three profitability indicators return on sales, return on assets and 
return on equity was studied and described. For this purpose, Spearman correlation coefficients 
were calculated. 
A statistically significant but weak linear dependence has been established between organiza-
tional capital and return on equity, as well as between organizational capital and return on as-
sets, and thus the first and second hypotheses (H1, H2) were confirmed. A correlation between 
organizational capital and return on sales has not been established and thus the third hypothesis 
(H3) was not been confirmed.

5. SUGGESTION FOR FURTHER RESEARCH
The authors attribute this outcome mainly to a wide variety of firms included in the study. In 
their future paper the authors will describe a similar model designed specifically for firms in 
Vysocina region. Since the value of the coefficient of determination exceeds 0.93 and the cor-
relation between organizational capital and profitability is strong (Fiala, Borůvková, 2011b), the 
authors propose to divide the 2 796 firms included in this study into smaller groups, according 
to their size or General Industrial Classification of Economic Activities (NACE) and to design 
an individual model for each such group.
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